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ABSTRACT
We aim to classify the type of crimes committed within San
Francisco, given the time and location of a criminal occur-
rence. This study is important and beneficial. Using data
mining approaches, we can predict the location, type and
time of criminal occurrences in the city. We also explore
some interesting questions, for example, if more crimes oc-
cur on certain days of the week or certain times of the day.

1. INTRODUCTION
San Francisco first boomed in 1849 during the California

Gold Rush, and in the next few decades, the city expanded
rapidly both in terms of land area and population. The
rapid population increase led to social problems and high
crime rate fueled in part by the presence of red-light districts
[3]. However, the San Francisco of today is a far cry from
its origins as a mining town. San Francisco has seen an
influx of technology companies and their workers. While this
has resulted in the city being acclaimed as a technological
capital, the gentrification of its neighbourhoods have not
been entirely well-accepted [12].

It comes as no surprise that a tech-savvy city like San
Francisco have decided to publicly release their crime data
on their open data platform, and this data is part of an open
competition on Kaggle to predict criminal occurrences in the
city.

2. EXPLORATORY ANALYSIS
Our dataset is the San Francisco Crime Data from 2003 to

2015, from [7]. This dataset was originally from SF Open-
Data [11], San Francisco Government’s Open Data platform.

2.1 Summary of the Dataset
The dataset includes data from 6 Jan 2003 to 13 May 2015

inclusive, with a total of 878,049 data points. This works
out to an average of 195 incidents per day over 4510 days.
The dataset appears to have been into alternating weeks, i.e.
the training set from Kaggle contains odd weeks while the
unseen test set contains even weeks. The data is in a CSV
file, each data point represented as a row with the following
9 columns:

1. Date - timestamp of the crime incident

2. Category - category of the crime incident (what we will
predict)

3. Descript - description of the incident

District Number of Crimes

SOUTHERN 157,182
MISSION 119,908
NORTHERN 105,296
BAYVIEW 89,431
CENTRAL 85,460
TENDERLOIN 81,809
INGLESIDE 78,845
TARAVAL 65,596
PARK 49,313
RICHMOND 45,209
Total 878,050

Table 1: Number of Crimes for Each Police Department
District

4. DayOfWeek - day of the week of the incident

5. PdDistrict - Police Department District which the in-
cident occured

6. Resolution - how the incident was resolved

7. Address - approximate street address of the incident

8. X - Longitude

9. Y - Latitude

The data set is ordered by timestamp, with the most re-
cent entries (i.e. 13 May 2015) at the top of the CSV file.
As a guideline, the o�cial population of San Francisco was
776,733 in 2000 and 805,235 in 2010, which represented a
4% increase.

While the dataset is generally clean, an issue was discov-
ered with the Latitude and Longitude coordinates - there
were a few hundred entries with Longitude and Latitude
given as -120.5 and 90 respectively. As the street addresses
were insu�cient for us to correct these entries and the num-
ber of these entries were small (representing less than 0.5%
of the dataset), we decided to remove them from the dataset.

For the purposes of our analysis and prediction, the de-
scription of the incident and the resolution are both not
useful - the description is merely a more verbose descrip-
tion of the incident, while the resolution gives the outcome
of the incident. The street address of the incident is better
described by the longitude and latitude, and is also not very
useful.
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Figure 1: Map of the Police Districts

Resolution Number of Crimes

NONE 526,790
ARREST, BOOKED 206,403
ARREST, CITED 77,004
LOCATED 17,101
PSYCHOPATHIC CASE 14,534
UNFOUNDED 9,585
JUVENILE BOOKED 5,564
COMPLAINANT REFUSES
TO PROSECUTE 3,976

DISTRICT ATTORNEY
REFUSES TO PROSECUTE 3,934

NOT PROSECUTED 3,714
JUVENILE CITED 3,332
PROSECUTED BY OUTSIDE AGENCY 2,504
EXCEPTIONAL CLEARANCE 1,530
JUVENILE ADMONISHED 1,455
JUVENILE DIVERTED 355
CLEARED-CONTACT
JUVENILE FOR MORE INFO 217

PROSECUTED FOR LESSER OFFENSE 51

Table 2: Number of Crimes for Each Resolution

A more coarse categorization of the incident location is
given in the Police Department District - there are 10 of
these and the breakdown of the number of crimes is given
in Table 1:

A map of the police districts is shown in Figure 1.
While the resolution of the incidents is not part of our

main analysis, it is interesting to see how the cases were
dealt with Table 2:

Note that in the majority of the cases, there was no action
taken.

2.2 Characteristics of the Dataset
Figure 2 is a pie chart that demontrates the total number

of crime of each categories. There are 39 categories of crime
in total, and we only displayed the top ten of them. The
most common seen crime is LARCENY/THEFT.

Figure 2: Types of Crime

Figure 3: Heat Map

Figure 4: Distribution of District

In addtion, Figure 3 is a heat map of the criminal oc-
curences in San Francisco. We parsed the data and utilized
Google Map API, to gain a better insight about how the
crime are distributed. With the heatmap result, we under-
stand that the crimal occurences are highly related to the

2



Figure 5: Distribution of Day of Week

Figure 6: Distribution of Hour

Figure 7: Distribution of Month

location, and that we should make good use of all the loca-
tional features we have.

Moreover, Figure 4 is a stacked bar chart of the number
of crime each pd district. Di↵erent color in a bar represents
di↵erent category. Most of the criminal incidents took place
in SOUTHERN and least in RICHMOND.

We would like to further explore other columns of our
dataset to help us extract useful features. What are the dis-
tributions for day of week, hour, month, and even year for
the crimes record? In Figure 5, we can see the distribu-
tion of day of week, the highest criminal occurrence was on
Fridays and lowest was on Sundays. The result is not too
surprising as what we believe is that since Friday is the day
before the weekend, people tend to go out for dinner or do
something special and have fun. As a result, since everyone
is going out, there should be a higher chance to encounter

Figure 8: Distribution of Year

a criminal event. Whereas for Sundays, since it is the last
day of the weekend, people tend to stay at home and thus
the criminal occurrences should be lower.

What about hour distribution? In Figure 6, we can see
that the highest criminal occurrence was at 18 o’clock and
the lowest was at 5 am. This result is not too surprising
either. Since people usually get out of work at around 5 to 6
pm, 6 pm seems like a reasonable and likely time to have the
highest criminal occurrence. The more people outside, the
higher the chance to have a criminal event. It is worth to
notice that 12 pm is also another time that has high crime
occurrence because it is the lunch time. Moreover, since 4
to 5 am is the sleep time, thus it is reasonable to observe a
lowest criminal occurrence at 5 am.

In addition, let us explore the month distribution from
Figure 7. We observe that there is not much di↵erence
among 12 months, the variation is low. The highest crimi-
nal occurrence was in October whereas the lowest criminal
occurrence was in December.

For year distribution in Figure 8, since the dataset only
covered till May 2015, the total number of crimes for 2015 is
not the completed result. The variation among years is low
as well. We can see that the number of crimes does increase
for 2013 and 2014.

3. PREDICTING CRIMINAL OCCURRENCES
A predictive task using this data set is to predict the cat-

egory of crime given the day and location. This is the pre-
dictive task given in the Kaggle competition, and we have
decided to attempt this task.

3.1 Preprocessing
For the purposes of our analysis, we split the dataset given

by Kaggle into three parts for training, validation and test-
ing with proportion 60%, 20% and 20% respectively. We
used Scikit-learn’s train_test_split function for this, set-
ting a specific random seed to ensure reproducibility across
di↵erent runs.

To avoid errors, we first convert the separators of the CSV
file in LibreO�ce to be the carat symbol (ˆ) instead of com-
mas to avoid issues with commas appearing in the descrip-
tion or address columns. The use of the carat symbol as
a separator is common practice. especially in text mining
applications.

The dataset was stored as a Pandas dataframe, and the
first preprocessing step was to remove entries with erro-
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neous Latitude and Longitude coordinates as described in
the previous section. The category of crime was encoded us-
ing Scikit-learn’s LabelEncoder function, and the categorical
features such as hour of the day, day of the week, district,
month of the year were encoded using Pandas’ get_dummies
function.

3.2 Features
From the dataset, the columns that are of interest are the

timestamp, the day of the week, the police district and the
latitude and longitude coordinates. From the timestamp,
we can extract features such as the month of the year and
the hour of the day. Along with the day of the week, these
should be treated as categorical features. Similarly, the po-
lice district is also treated as a categorical feature. These
are represented as binary variables corresponding to the dif-
ferent values each feature can take.

An interesting question arises as to how the Latitude and
Longitude features should be used. Arguably, the police
district is a function of these features, but with just 10 police
districts, the exact coordinates are a much richer source of
location data. We decided to break the entire San Francisco
area into a grid and encode the location information from
the Latitude and Longitude into which particular grid square
where a crime occurred. We choose to initialise this as 64
squares by dividing the range of Latitude and Longitude into
8 respectively.

3.3 Possible Approaches
This is a classification problem which can be addressed

using supervised learning methods such as Logistic Regres-
sion, Naive Bayes or Support Vector Machines. Ensemble
methods such as Random Forest or Gradient Boosting are
also possible algorithms which can be used for this problem.

3.4 Baseline
A baseline model would be to use Logistic Regression,

using the day of the week and police district as features.
This uses information directly from the dataset with an easy
to understand algorithm.

3.5 Evaluation
The evaluation metric used by Kaggle is the Multi-class

Log Loss. ”The metric is negative the log likelihood of the
model that says each test observation is chosen indepen-
dently from a distribution that places the submitted proba-
bility mass on the corresponding class, for each observation”
[9].

A simple metric would be to measure the classification ac-
curacy by comparing the most probable class to the actual
class. This is a metric used often in evaluation of classifica-
tion algorithms [16, 15].

Another metric used in classification tasks is the multi-
class confusion matrix. This would allow to see common
misclassifications between specific classes, and to calculate
precision and recall.

4. MODELING AND RESULTS
Our model is shown in Table 3.

4.1 Baseline Model
We first consider a baseline model, using just the Police

District and day of the week as model features. The baseline

Feature Type Size

District Categorical 10
Day of the Week Categorical 7
Hour of the Day Categorical 24
Month of the Year Categorical 12
Lat/Long Categorical 16/24/32

Table 3: Model Features

Features Classifier Log-loss Accuracy

Valid Test Valid Test

District+Day Logistic Regression 2.62120 2.62123 0.22130 0.22031
District+Day Naive Bayes 2.61369 2.61435 0.22120 0.22006
District+Day Random Forest (150,20) 2.61887 2.61971 0.22130 0.22031

Table 4: Log-loss and accuracy of baseline model with Lo-
gistic Regression, Naive Bayes and Random Forest

Features Classifier Log-loss Accuracy

Valid Test Valid Test

District+Day+Hour Naive Bayes 2.58148 2.58253 0.22452 0.22241
District+Day+Hour Logistic Regression 2.59149 2.59157 0.22433 0.22208
District+Day+Hour Random Forest (150,20) 2.58382 2.58410 0.22581 0.22468
District+Day+Month Naive Bayes 2.61366 2.61391 0.22157 0.22011
District+Day+Month Logistic Regression 2.62024 2.61999 0.22149 0.22040
District+Day+Month Random Forest (150,20) 2.63293 2.63254 0.22072 0.22040
District+Day+Hour+Month Naive Bayes 2.58149 2.58211 0.22499 0.22256
District+Day+Hour+Month Logistic Regression 2.59058 2.59038 0.22460 0.22253
District+Day+Hour+Month Random Forest (150,20) 2.58756 2.58864 0.22478 0.22307

Table 5: Log-loss and accuracy of Naive Bayes, Logistic Re-
gression and Random Forest on various combination of time
features

algorithm as described earlier will be logistic regression. As
a basis for comparison, we also use Naive Bayes and Random
Forest (with 150 trees and a maximum depth of 20). We use
the scikit-learn implementation of the algorithms, using the
default settings for Naive Bayes, and Logistic Regression
with C=0.01. The result is shown in Table 4.

As a reference, a log-loss score of 2.62 would be slightly
below the median score on the Kaggle leaderboard.

4.2 Additional Time Features
From our initial data exploration, there seems to be di↵er-

ences in crime occurrences during certain months or certain
hours of the day. It thus makes sense to add in features en-
coding the hour of the day and the month of the year. The
result is shown in Table 5.

The month features on their own actually results in worse
results in both the validation and testing set, while the hour
features improves the log-loss by 0.02. It is interesting to
note that adding in the month features only improves the
log loss slightly, but not very surprising as there is a more
significant di↵erence in various hours of the day. From the
validation results, it makes sense to use both the hour and
month features together.

4.3 Location Features
On top of the Police District, we can use the Longitude

and Latitude features. A simple method that we chose to
use is to break the area into a square grid of 8 squares in
each direction, forming 64 squares. We encode this into 16
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Features Classifier Valid Log-loss Valid Accuracy

District+Day+Hour+Month+Grid(8) Naive Bayes 2.67998 0.21067
District+Day+Hour+Month+Grid(8) Logistic Regression 2.56860 0.22824
District+Day+Hour+Month+Grid(8) Random Forest (150,20) 2.53794 0.23558

Table 6: Log-loss and accuracy of Naive Bayes, Logistic Re-
gression and Random Forest with the addition of location
grid features (size 8) on the validation set

Features Classifier Valid Log-loss Valid Accuracy

Day+Hour+Month+Grid(8) Naive Bayes 2.60558 0.20922
Day+Hour+Month+Grid(8) Logistic Regression 2.59161 0.21681
Day+Hour+Month+Grid(8) Random Forest (150,20) 2.56035 0.22374

Table 7: Log-loss and accuracy of Naive Bayes, Logistic Re-
gression and Random Forest with the location grid features
(size 8) instead of Police District on the validation set

Features Classifier Valid Log-loss Valid Accuracy

District+Day+Hour+Month+Grid(12) Naive Bayes 2.66196 0.21024
District+Day+Hour+Month+Grid(12) Logistic Regression 2.56334 0.22840
District+Day+Hour+Month+Grid(12) Random Forest (150,20) 2.51824 0.23860
District+Day+Hour+Month+Grid(16) Naive Bayes 2.65437 0.21680
District+Day+Hour+Month+Grid(16) Logistic Regression 2.55166 0.23367
District+Day+Hour+Month+Grid(16) Random Forest (150,20) 2.50024 0.24814
District+Day+Hour+Month+Grid(20) Naive Bayes 2.66695 0.21763
District+Day+Hour+Month+Grid(20) Logistic Regression 2.55197 0.23573
District+Day+Hour+Month+Grid(20) Random Forest (150,20) 2.49647 0.24962

Table 8: Validation Log-loss and Accuracy for various sizes
of location grid features on Naive Bayes, Logistic Regression
and Random Forest

Features Classifier Valid Log-loss Valid Accuracy

District+Day+Hour+Month+Grid(20) Random Forest (150,10) 2.55806 0.23521
District+Day+Hour+Month+Grid(20) Random Forest (150,15) 2.51978 0.24120
District+Day+Hour+Month+Grid(20) Random Forest (150,20) 2.49647 0.24962
District+Day+Hour+Month+Grid(20) Random Forest (150,25) 2.50689 0.24907
District+Day+Hour+Month+Grid(20) Random Forest (200,25) 2.49546 0.24957
District+Day+Hour+Month+Grid(20) Random Forest (250,25) 2.49606 0.24934

Table 9: Validation Log-loss and Accuracy for various set-
tings of n estimators and max depth for Random Forest

categorical features, 8 each representing the X and Y grid
of a particular criminal occurrence. The result is shown in
Table 6.

Naive Bayes performed poorly, likely due to the fact that
the grid features are not independent of the district. Re-
moving the district features improves the log-loss for Naive
Bayes, but the log-loss and accuracy both are still worse
than the model using the district. The result is shown in
Table 7.

Random Forest seems to outperform the other two meth-
ods using the models with these additional features. There
are two di↵erent sets of parameters we can tune, the first
would be the grid size of our location features, while we cover
the parameter tuning of Random Forest in the next subsec-
tion. Also, we include the district features in our model
using Random Forest. The result is shown in Table 8.

There is some evidence of overfitting with a grid of size
20 with regards to logistic regression. The improvement for
Random Forest is also slowing down.

4.4 Optimization
We try various values for the parameters of the Random

Forest classifier. There is a huge e↵ect on varying the max-
imum tree depth, with evidence of slight overfitting when
this exceeds 20. The number of estimators used was also
varied, with 200 estimators giving the best results both in

Figure 9: Confusion Matrix (Log-normalized) of our pro-
posed model on the test set

terms of log-loss and classification accuracy. The result is
shown in Table 9.

4.5 Other models
We considered using Support Vector Machines, but de-

cided not to use them due to two reasons: (i) the data is
non-linear and performs badly using a linear Support Vector
Classifier, and (ii) the Scikit-learn implementation of SVC is
documented as performing badly when the number of data
points exceeds 10,000. In practice, this was the case as train-
ing was not completed even after half an hour. In compar-
ison, the biggest Random Forest model used above finished
training in approximately 10 minutes or less.

Gradient Boosting is considered“state-of-the-art” for clas-
sification problems. However, it is more computationally ex-
pensive compared to Random Forest and some e↵ort is also
required to tune the parameters - which is di�cult to fit in
the limited timeframe of this project. We will consider using
this in future submissions for the actual Kaggle competition.

4.6 Proposed Model
We propose using all the features - District, Day, Hour,

Month and Grid (size 20) with a Random Forest with 200
estimators and maximum depth 20. Log-loss and Accuracy
on the test dataset was 2.49745 and 0.24863 respectively.

The log-loss on the Kaggle test set, using the model on
the entire dataset was 2.52142.

4.7 Discussion
While it is possible to interpret Random Forest models [4],

in practice, most of the time, Random Forests are treated as
a “black-box” model. We did not attempt to interpret the
Random Forest model in our analysis.

The advantage of the Random Forest model is its ability
to make use of the additional location features, whereas the
Logistic Regression model started overfitting at a smaller
number of features. The Naive Bayes model ran into issues
when we used both the district and actual coordinates due
to issues with these features not being independent of each
other.

It is worth noting that in all the models, the classification
accuracy was low, less than 25% even in our best model.
This is likely due to the fact that the dataset is skewed, and
the e↵ects are visible in the confusion matrix (ref to confu-
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sion matrix). There are several vertical bands in the con-
fusion matrix, e.g. class 16 corresponds to Larceny/Theft,
which is the most common type of crime. This is caused by
the models ”overfitting” to more commonly seen labels.

5. RELATED WORKS

5.1 Data Augmentation
The dataset does not include any other information per-

taining to the geography or demographics of the city. It is
possible to use information from other datasets that would
be useful for predicting crime, e.g. using power consump-
tion, public transit travel data, business information as prox-
ies for population density during various times of the day.

Another approach would be to use weather data to aug-
ment the dataset for prediction. In [1], the author Lam
used San Francisco Police Report data from Kaggle and used
WeatherData libraary to retrieve San Francisco weather from
December 13, 2014 to May 13, 2015. Lam merged weather
data with crime data to find the correlation between weather
condition and the type of crime. Lam concluded that crim-
inals are most active at cooler temperature than hot tem-
perature. The next step of Lam’s research is to create a
predictive model to predict the type of crime based on the
temperature and weather condition of the day.

5.2 Neural Networks
Another algorithm which could be use for this prediction

task would be neural networks. Neural networks have gained
popularity in the past decade and have been used for vari-
ous classification tasks such as handwritten digit recognition
[17], image recognition [18] and speech recognition [16]. In
many applications, neural networks have displaced the pre-
vious state-of-the-art methods as they deliver better classi-
fication accuracy.

There are several drawbacks to using neural networks though:
(i) neural networks are in general a black box; there is no
easy way to interpret the model weights, (ii) the hyperpa-
rameter space for neural networks is large, from the number
of nodes to the type of activation units and the learning rate
of the backpropagation steps (iii) neural networks are com-
putationally expensive, perhaps even more so than gradient
boosting trees, and large neural networks often require the
use of optimized code and GPUs to train.

One of the published solutions on Kaggle [2] uses the
Keras [8] package in Python to implement a neural network
classifier. It is worth noting that Keras, which is built on
top of Theano [13], has greatly reduced the complexity of
coding a neural network model, but work is still needed to
select an optimal set of hyperparameters. The performance
using a simple neural network is listed as being around 2.55
in terms of log-loss in the comments, which is slightly worse
than our final model. However, the published model did not
make use of optimizations such as Contrastive-Divergence
pre-training nor did the model use as rich a set of features
as we did; neural networks tend to perform better with a
larger feature space.

5.3 K-Nearest-Neighbour
K-nearest neighbor (KNN) can be used as an algorithm

on classification. An object is classified by a majority vote
of its k nearest neighbors [5]. KNN algorithm can be used in
this task to classify the data, with the distance of neighbors

Figure 10: Word Cloud of Other O↵enses

being determined by the categorical features as described
above.

A participant shared his approach [6] on Kaggle using
KNeighborsClassifier from sklearn library in Python, with
a high log-loss of above 25. A possible reason is that KNN
su↵ers from poor performance whenever the class distribu-
tion (in this case, the category of crime) is skewed [14]. The
“majority voting”method will raise problems when there are
huge classes who dominate the predictions, and there will
be a propensity for new data to be voted into more popular
classes. Unfortunately, the dataset is highly skewed - the
most popular class occurs in one-fifth of the dataset, while
the least popular class only appears 6 times, which is less
than 0.001% of the entire dataset . Therefore it seems inap-
propriate to use KNN in this task. Another possible reason
of the poor performance of this participant’s result may be
the features he chose as only the X, Y (latitude, longitude)
coordinates were used as model features.

5.4 Interesting Findings
An interesting observation presented by another partici-

pant on Kaggle [10] is that the data in the category “other
o↵ences” are mostly about tra�c violations. He parsed the
data whose category is “other o↵ences” and utilized their de-
scription to build a word cloud. The cloud showed several
tra�c-related words (’license’, ’drivers’, ’tra�c’), indicated
that the crime falls in the category of other o↵enses are
mainly tra�c violations. The figure is shown in Figure 10.

6. CONCLUSIONS
The problem of predicting crime seems like a simple appli-

cation of classification algorithms, however the exploration
of the data unearthed some interesting trends such as the re-
lationship between crime and the hour of the day. As crime
is a social issue, there exists opportunities to augment the
data using other existing data sets such as weather data, as
we have found in our literature review. While the dataset
gives us the police districts, we have attempted to improve
on this by using the X and Y coordinates as a grid to cre-
ate finer location features. Our final model represents our
e↵orts to create a model which makes use of both the time
and location features present in the original dataset, as well
as using the Random Forest which is easy to understand and
yet “complex” enough to make use of the larger feature set
in our model. This model also runs relatively quickly on the
large dataset.

Our group has enjoyed working on this dataset and will be
exploring some of the ideas discussed for our future Kaggle
submissions. It will be interesting to see how the Kaggle
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prize-winning models will influence future police work, and
whether this will have the e↵ect of helping to lower the crime
rate in San Francisco.
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