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Abstract—In this new age of digital multimedia content and
internet audiences, the entertainment industry and the path
to stardom is slowly evolving. Many aspiring musicians can
now achieve fame by performing the works of other famous
artists, and sharing their performances on sites such as Youtube.
Aspiring artists and other content generators on Youtube are
always advised by marketing experts to include keywords in their
video titles, descriptions and tags. In this paper, we show that this
advice is sound. Using only the title of the video and the Bernoulli
Naive Bayes model, we predict whether a video receives many or
few views with 65.83% accuracy. We also show that the Bernoulli
Naive Bayes model performs better than SVMs and k-NN on this
data set of music cover videos.

INTRODUCTION

Picture how you would react if you searched “music” on
YouTube and were presented with a page of video content.
Your eyes would scan the page and perhaps linger on an
interesting title, a dynamic thumbnail, or an inconceivably
large view count number, and possibly within the next few
seconds, you will have moved your mouse to click on one of
the videos. This could happen even without you having any
knowledge about the quality of the content you are about to
spend the next few minutes of your life watching. Considering
that the decision to click on a video takes place so quickly,
and almost imperceptibly, it is somewhat surprising how much
information is actually presented to us in a list of YouTube
videos. Figure 1 shows a sample list, in which each video is
displayed on its own line with its thumbnail, duration, video
title, channel title, view count, age (how long ago it was
posted) and a portion of its description. Additionally, there
can be information about whether or not the video is in HD,
has captions, or is new.

On the other end of YouTube are the content generators.
With the advent of online video platforms like YouTube,
every independent musician has the entire internet as his/her
potential audience. This has spawned an entire generation
of YouTube stars, and resulted in an abundance of cover
songs being posted on YouTube every day, by independent
musicians hoping to build a fan base by performing already
popular, commercially released works. For aspiring, unknown
musicians, having people discover their content is directly
dependent on how engaging the videos’ static information
is, i.e. the information accompanying the video as shown in
Figure 1. This poses an interesting problem that every content
generator wishes to solve - how can one craft the perfect
title, thumbnail and description in order to attract attention
and optimize the number of views?

This paper investigates a dataset comprising of only
YouTube cover songs and aims to develop a rudimentary

model that predicts the success of a music cover video
based on just its title. The model chosen for this task is the
bag-of-words Bernoulli Naive Bayes classifier, often used in
document classification [1]. This paper shows that Bernoulli
Naive Bayes outperforms support vector machines (SVMs)
and k-nearest neighbors (k-NN) in the task of predicting the
success of a music cover video based on just its title.

Figure 1: List of YouTube videos and associated information

RELATED WORK

Current literature on text mining focuses on topic/category
classification [2] and predicting single consumer opinions [3]
rather than predicting content popularity. On the other hand,
researchers who study popular multimedia content have not
fully investigated the role of text and prefer to focus on factors
such as early view count, comment counts and like counts,
which are not particularly useful for predicting the popularity
of a completely new video [4, 5]. Text mining titles and articles
has been used to assess content quality and relevance in the
biomedical literature, [6] and perhaps more relevant to this
study, [7] investigated the influence that titles had on the
popularity of Reddit submissions. It is also noteworthy that [8]
has studied what makes up quality content. However, to the
best of our knowledge, there is no particular study that focuses
on just how "click-inducive" a particular YouTube cover song
title is and how this could contribute to the popularity growth
of new musicians on YouTube.

METHODOLOGY

Data Collection

There is no publicly available dataset consisting of just
YouTube cover songs, so a new dataset was constructed using
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the YouTube Data API. The YouTube Data API allows access
to public video attributes such as video title, channel title,
location, date posted, and a range of other statistics such as
comment count, view count, like count and dislike count.
Since the API returns a maximum of five hundred results
per query, the search parameter had to be varied in order to
construct a larger data set. Each query collected at most five
hundred results within a five day interval and the "Published
Before" and "Published After" search parameters were varied
to retrieve data from between July 1 2013 to February 18
2015. All queries required the word “cover” to be in the video
title, and the video category to be “Music”. There are a total
of 52948 video records in the final data set, and each video
record has the following attributes:

• video title
• channel title
• description
• duration
• like count
• dislike count
• view count
• comment count

For the purposes of this paper, location, date posted and
video thumbnail url were not collected or analyzed, but these
attributes will definitely be included in the next stage of
development of the model.

Statistical Pattern

The correlation matrix for the numerical attributes of the
videos in our dataset is depicted in Table I. It matches our
expectation that comment count, like count and dislike count
are all highly correlated with view count, since the more views
a video has, the more likely it is that people have opinions
about it, and conversely, if there are many opinions about a
video, it must have been watched many times.

We visualize some of these strong relationships between
opinion and view count by plotting them in Figure 2, 3 and
4. It is worth noting that something interesting is happening
when view count reaches 100,000. Figure 3 and 2 show that
comment count and like count both increase in the same

Figure 2: Like count versus view count of videos

Figure 3: Comment count versus view count of videos

Figure 4: Like and dislike count versus view count

manner after that point, and perhaps this is an indication of
a video going “viral”. Exploring this threshold further could
make for an interesting study in the future. Figure 4 shows the
relationship between like count, dislike count and view count.
We note that like count is almost always above dislike count,
and this phenomenon might be of interest to researchers in the
fields of social networks, economics, or psychology.

Table I: Correlation between numerical features

Duration Views Comments Likes Dislikes
Duration 1.0000 -0.0017 -0.0037 -0.0049 -0.0068

Views -0.0017 1.0000 0.7097 0.8149 0.7190
Comments -0.0037 0.7097 1.0000 0.8702 0.6773

Likes -0.0049 0.8149 0.8702 1.0000 0.5517
Dislikes -0.0068 0.7190 0.6773 0.5517 1.0000

From Table I, we also observe that there is very little
correlation between duration and view count. This is visualized
in Figure 5, where the graph of duration is almost flat for all
view counts, except for a few outliers. From the plot, we see
that there does not seem to be any underlying relationship
between the length of a video and its view count.

Another interesting characteristic of the dataset is observed
by plotting a histogram of the view counts on a log scale.
From the plot in Figure 6, we observe that for the most part,
the distribution of view counts resembles a log-normal distri-
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Figure 5: Effect of duration on view count

bution. According to [9]„ this could actually be an indication
of a power-law distribution, which arises from phenomena
where the “rich-get-richer” principle holds. This would also
match our intuition, as a video that already have a large
number of views is more likely to attract new views. Perhaps
people who have already watched the video share it with their
friends, in which case the rate of growth of view count could
even become exponential. Or perhaps new viewers are simply
really curious as to why the video has so many views. In any
case, this means that there might be a snowball effect after
reaching a certain threshold in view counts, at which point
the static information we are trying to manipulate becomes
less important. Although this is not very beneficial to new
musicians who need to attract those initial views, it can be
comforting, and at the same time disconcerting, to know that
beyond a certain point, the growth in video views is completely
beyond their control. Again, further investigation into this
topic is necessary before drawing any conclusions.

Figure 7 is a plot of videos that contain certain words in
their title versus view count. This plot motivates the main idea
behind the model - that the title of the video can indeed give
some information about whether a video’s view count will be
high or low. Figure 7 shows that videos with neutral words

Figure 6: Distribution of view counts (without zero)

Figure 7: Comparision of view count distribution containing
different key words

such as “piano” and “song” in their title have very similar
view count frequency distributions to that of the entire dataset.
However, if we pick a “commercially popular” term such as
“Taylor Swift”, “Katy Perry” or “Frozen”, there is a clear shift
to the right in view count frequency.

The histograms in Figure 7 are log-scale, so the results
are slightly skewed because we omitted the videos with zero
views, but note in Table II that even if we include the videos
with zero views and examine the mean and median view
counts, we still find that those values corresponding to “Taylor
Swift”, “Katy Perry” and “Frozen” videos are significantly
higher than those corresponding to “Song”, “Piano” and “Un-
filtered” videos. Because some commercial songs and artists
are more popular or more searched for than others, music cover
videos of these songs and artists receive more views. This
motivates why we proceed to model a relationship between
title and view count.

Table II: View count statistics for videos containing different
keywords

Mean View Count Median View Count
Unfiltered 72,742 4429

Piano 33,370 6492
Song 58,399 4242

Taylor Swift 201,459 12,015
Katy Perry 431,549 28,879

Frozen 1,233,651 34,638

Feature Selection

We selected view count as the measure of how successful
a video is. Although it is true that like count might be more
indicative of how popular a video is, and the actual quality
of the content is without a doubt important, we are first and
foremost interested in optimizing view count. Without viewers,
there is no point in discussing how to improve content or
optimize for higher like counts and lower dislike counts. Due
to the underlying distribution of view counts resembling the
log-normal distribution, we were careful in picking a good
threshold for separating the videos into two classes - high
view count and low view count. We set the threshold, θ, equal
to the median view count (4429.5). Although this number
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does not seem very high, it is still statistically interesting and
significant to be better than 50% of all other videos in terms
of view count. Therefore, the label “high view count”, θhigh,
corresponds to having a view count that is in the top 50% of
all videos, and “low view count”, θlow, corresponds to having
a view count in the bottom 50% of all videos.

As we observed in the previous section, duration is not
really correlated to view count, so we discarded it. Although
comment count, like count and dislike count are all highly
correlated with view count, we discard them as features too
because from a content generator’s point of view, it is not
so useful to know that if he/she has lots of comment counts,
he/she also has a lot of view counts. Similarly, we did not use
channel title as a feature, because we did not want to double
count the inherent popularity associated with a channel name.

However, we should note that had we not discarded all the
above features, the overall accuracy of the classifier might have
improved.

The two sets of features that we ended up testing our model
on are the words in the title, and the words in the descrip-
tion. These were represented as two separate word vectors.
Although these two features could have been combined to
form one giant feature vector, we kept them distinct in order
to analyze the separate contributions of title and description
to the view count.

Preprocessing Features

Six different vocabularies were constructed: V1 is a unigram
dictionary built from all the words that appear in the set of
video titles, V2 is a bigram dictionary built from all the two-
term words that appear in the set of video titles, and V3 is a
unigram dictionary built from all the words that appear in the
set of video descriptions more than five times. V4 is a unigram
dictionary of all the words that appear in the set of video
titles more than once, V5 is a unigram dictionary of all the
words that appear more than three times, and V6 is a unigram
dictionary of all the words that appear more than five times
in the set of video titles. The unigram dictionary consists of
single words, and the bigram dictionary consists of sequences
of two words, e.g. the video title “Taylor Swift likes goats”
would result in V2 = {"Taylor", "Swift", "likes", "goats"} and
V2 = {"Taylor Swift", "Swift likes", "likes goats"}. All the
punctuation was stripped, and all words were converted to
lowercase, but special unicode characters were added to the
dictionary in order to account for video titles in foreign
languages. In addition, in order to eliminate common words
that have little to no predictive value, we removed words such
as "cover", "by", "ft", "my", etc. from the vocabularies [10]. A
sparse matrix was then generated for every vocabulary, such
that one row in the sparse matrix represented one video’s word
feature vector.

Model

We used the Bernoulli Naive Bayes bag-of-words model
to predict view count. The bag-of-words model assumes that
we treat each video title and description text as if they are
just a string of words that are picked, with replacement,

out of a bag that contains all the words in either V1, V2,
through V6, depending on which case we were interested in
testing. This model assumes that the words are conditionally
independent from each other given the view count, and makes
a prediction for title j using the following rule: if P (θhigh |
wj) > P (θlow | wj), where wj is the words in title j, then
predict θhigh (recall,θhigh is defined by view count > θ = 4429).
If P (θlow | wj) > P (θhigh | wj), then predict that view count
is low. Using Bayes rule and conditional independence of the
words, we get that

P (θhigh | wj) =
P (θhigh, wj)

P (wj)

=
P (wj | θhigh) · P (θhigh)

P (wj)

=

∏
wj
P (word | θhigh) · P (θhigh)

P (wj)

Notice that the denominator is not necessary for classification
purposes, since

P (θhigh | wj) = 1− P (θlow | wj)

, so a comparison of the numerators if sufficient. In addition,
since we are using Bernoulli Naive Bayes, we only count the
appearance of the word i.e. even if a word appears in a title
more than once, we only account for the probability of it
occuring once.

Other models we were interested in are k-NN and SVMs.
SVMs are linear classifiers that have been shown to have a
lot of success with text categorization and higher-dimensional,
sparse data. They are also very resistant to overfitting due to
the fact that they learn the hyperplane decision boundary in a
higher dimensional space [11, 12]. k-NN is slightly different
in flavor and less restrictive in that it does not require a
linear boundary but rather, makes a prediction based on its
k nearest neighbors [13]. The difficulty in using k-NN for text
classification in our case, is finding a good feature space and
figuring out what distance function to use.

RESULTS

To train and test the model, we split the dataset into two:
70% for training and 30% for testing. In order to tune the
parameter for k-NN and how many words to discard from
the vocabularies, we created a validation set by splitting
the training set up further: 80% for training and 20% for
validation.

We tested several different models, and found that Naive
Bayes performed on V1 yielded the best results in terms of ac-
curacy rate, where accuracy rate is defined as # predicted correctly

#predictions .
For the comparison of Naive Bayes, k-NN and SVMs, we used
only the vocabulary V1. We first trained using a polynomial fit
SVM, which gave an accuracy rate of 0.20 on the test set. k-
NN with Minkowski distance performed slightly better. Using
the validation set for tuning k, we found that k = 3 gave one
of the higher accuracy rates. We then retrained 3-NN on the
training and validation set, and the accuracy rate on the test set
was 0.58. To find the best word feature vector for Naive Bayes,
we trained the model on the training set for the vocabularies
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V1, V4, V5 and V6 and tested them on the validation set. We
found that using V6 (discarding all words with less than 5
occurences) gave an accuracy rate 0.631, V5 (discarding all
words with less than 3 occurrences) gave an accuracy rate of
0.639, V4 (discarding all words with less than 1 occurence)
gave an accuracy rate of 0.647 and V1 (keeping all the words
in the dictionary) gave an accuracy rate of 0.65. Since V1 gave
the best results, we retrained the model on the training set and
the validation set using V1, and found the accuracy rate on the
test set to be 0.6583, with true positive rate:

# correct high view count predictions
# high view count predictions

= 0.6394

and true negative rate:

# correct low view count predictions
# high low count predictions

= 0.6770.

Settling on Naive Bayes as our model, we then compared
the unigram and the bigram word features. We found that using
V2 resulted in an accuracy rate of 0.65, and considering how
much extra information was stored, it was somewhat surprising
that V1 actually yielded a slightly higher accuracy rate.

We also compared using the title words as features in
the model versus using the description words as features. V3
yielded an accuracy rate of 0.61, which was again surprising,
given how much more information is contained in descriptions.

We therefore found that Naive Bayes trained on V1 is the
best predictor for the view count label.

Evaluation and critique

To evalute the performance of our classifier, we compared
it to the performance of a random classifier. Since we have
an inbalanced data set where most of the videos have view
counts below the mean, and only a select few have view counts
above the mean, we needed to ensure that our classifier was
not just guessing “low view count” most of the time. This was
the reasoning behind picking θ to be the median, and defining
anything above θ to be a high view count, and anything below
to be a low view count. Since θ is the median, a random
classifier would pick “high view count” or “low view count”
with probability 0.5. Thus, an accuracy rate of 0.6583 is in fact
significant, and by evaluating the true positive rate = 0.6394
and the true negative rate = 0.6770, we can safely confirm that
the classifier is not just guessing “low view count” most of
the time. Since the accuracy rate on the training set and the
test set were similar, there was no issue of overfitting. There
were also no scaling issues since the data was just a sparse
matrix of ones and zeros.

CONCLUSION AND FUTURE WORK

Achieving an accuracy rate of 0.6583 with a Bernoulli Naive
Bayes classifier built on a unigram vocabulary of video title
words is significantly better than the results achieved using
SVMs, k-NN or random guessing. This result is significant
considering the only information we used to predict a high or
low view count was the video title. This verifies the intuition
that including popular terms in a video title can increase the
number of views.

Due to time constraints, we were not able to to use the image
thumbnail and time posted data in our model. This might have
resulted in a higher accuracy rate and could potentially provide
more insight on how a new content generator can craft a better
post.

Although we do not yet know what the impact of including
images of Elsa or Katy Perry in a video thumbnail might be,
we hope that our work will still be informative for aspiring
YouTube stars. Simply include “Frozen” or “Katy Perry” in
your title and watch the views go up!1
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